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A Nyquist-Rate Pipelined
Oversampling A/D Converter

Susanne A. Paul, Hae-Seung Léellow, IEEE John Goodrich, Titimaea F. Alailima, and Daniel D. Santiago

Abstract—A pipelined A-Y analog-to-digital-converter archi- architecture is also well suited for processing presampled
tecture is described that incorporates the high speed of pipelined signals because, like the parallel-channel architecture in [3],
converters and the high resolution of oversampling quantization. it performs Nyquist-rate sampling

A prototype, containing both modulation and decimation circuits Section I ts pipelined i tizati |
on a single chip, is implemented using a 1.2m commercial ection 1l presents pipelined oversampling quantization al-

CMOS process. It uses charge-coupled-device elements to per-gorithms, their implementation in a converter, and their as-
form pipelined analog operations. It exhibits a maximum data sociated design considerations. Section Il introduces circuit

rate of 18 MHz, a signal-to-noise ratio of 74 dB, spurious-free techniques and charge-domain building blocks, used to build
dynamic range of 78 dB, differential nonlinearity of <0.15 LSB such a converter using charge-coupled device (CCD)/CMOS
at 13 bits, and power dissipation of 324mW. : .
technology. Last, Section IV presents details of the prototype
Index Terms—Analog-to-digital (A/D), charge-coupled device jmplementation and measured test results.
(CCD), delta—sigma, oversampling, pipeline, sigma—delta.
Il. PIPELINED OVERSAMPLING ARCHITECTURE

. INTRODUCTION A conventionalA-~ ADC, shown in Fig. 1(a), includes a

VERSAMPLING and noise-shaping techniques, such &ngle modulator operating at a speed greater than the con-
A-Y. modulation, are widely used in analog-to-digitaverter's output data rate by a factor equal to the oversampling
conversion to achieve accuracy that exceeds that of integratéatio. A time sequence of many modulator outputs is generated.
circuit components. Such converters have an inherent tradebfis sequence is filtered and downsampled in the decimator
between accuracy and speed, whereby resolution in ampliti@éroduce each result. In contrast, the pipelined oversampling
is achieved at the expense of resolution in time. They hagenverter (POSC), shown in Fig. 1(b), performs oversampling
limited data rates because their internal circuits must operétespace. Its modulator and decimator loops are unraveled
over many clock cycles to produce a single result. Mudnto a pipeline so that consecutive cycles of operation occur
attention has been focused on improving the speech-@f along consecutive pipeline stages, rather than within a single
analog-to-digital converters (ADC’s) through use of highepiece of hardware. Incoming signals are sampled by the first
order modulators [1], multibit feedback [1], and multibitnodulator stage, using Nyquist sampling, and are processed
architectures with single-bit feedback [2]. However, data ratéy an oversampling quantization algorithm along the pipeline.
remain limited to less than a few megahertz and are not eadfigch modulator stage produces a digital output, and these
extended. outputs are processed by the decimator, which is pipelined as
A pipelined oversampling architecture is described hekeell. The converter's digital result is produced by the final
that circumvents the speed-resolution tradeoff of conventiorfigcimator stage. Although both pipelined and conventional
oversampling ADC's by performing spatial, rather than tempélevices have a long latency, the pipelined device computes
ral, oversampling. It combines the high-resolution quantizatiéh new result every cycle and achieves an output data rate
capability of A-X. techniques with the high speed of pipelinedhat is many times faster than that from a time-oversampling
architectures so that both of these attributes are achievabled@yice.
comparison to conventional oversampling converters, powerA POSC is not subject to a speed-resolution tradeoff. Its
is improved as a result of a charge-domain implementatiopitput data rate equals its internal clock rate, and no higher
reduced sensitivity to thermal noise, simplified decimatiogpeed circuits are required. On the other hand, its resolution is
and a reduced circuit speed requirement, which permits voltetermined by its pipeline length. Accuracy and speed for such
age scaling and use of low-power technologies. A pipelinéddevice can be independently adjusted within the constraints
of a given process technology. The higher speed of a POSC
Manuscript received April 22, 1999; revised July 8, 1999. This work wd$ achieved at the cost of additional hardware. While time-
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Fig. 1. Comparison between (a) conventional time oversampling and (b)
pipelined oversampling.
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Fig. 4. Second-order analog-integration quantization algorithm, shown in
cyclic form. (a) Modulator. (b) Decimator.
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o b A. Analog-Integration Quantization Algorithm
Co,
O"fs,@o,,k ; ) Second-order modulation is best suited for a POSC. A first-
2 8., <«——  Nyquist sampling —— d h . ianifi | hard
P oceurs in time order approach requires significantly more hardware, power,

and area and is susceptible to pattern noise because signals are
Fig. 2. Pipelined oversampling operates over both time and space dimggnstant throughout a POSC'’s quantization process. Third- or
S1ons. higher order modulators have little advantage in a pipelined
device, where speed and resolution are decoupled, because
they do not improve speed, they bring the danger of instability,

sampling clock

s and they provide only a small reduction in hardware.
ample Reset Reset Latch . . .
i y v r . A second-order analog-integration algorithm for the quan-
— S/H |—>{AZ Modulator [—> Decimator —{ L [°% tization of a single input sample is shown in cyclic form
] I in Fig. 4. The discrete-time index in the analysis below
' represents time in a cyclic configuration. When the algorithm
internal clock is unraveled along a pipeline, each successive time step occurs

in a later pipeline stage. In this case represents both time
and space indexes during the quantization of a single input

sampled, using Nyquist sampling, at the beginning of thseamg:gsbut does not represent the index of successive input

ipeline along the time dimension. Each sample is then pas . L . .
PIp g P P he modulator input at pipeline stage which is zero

unchanged along the pipeline and used as the input t af . .o -
A-Y. quantization algorithm, which occurs along the spa efore the first pipeline stage and constant over all pipeline
: slages, is described by

dimension. Each slice in time, corresponding to a sing
input sample, is processed independently from its neighbors. si[n] = Squln]. Q)
Consequently, a POSC is indistinguishable from a Nyquist-

. . : It is a step function whose amplitude equals the sampled
sampling converter and supports input bandwidths up to h%glue S, that was captured before the first pipeline stage.

the clock rate. As .W'th any Nqust sampling ADC, th'.?Both integrators are reset to zero before the pipeline. A coarse
advantages of Nyquist sampling in a POSC occur for the pn%‘bc with a full-scale value ofR; generates am-bit digital
that its input must be bandlimited with an anti-alias filter. f

Computationally, a POSC can be viewed as a timr(_apresentatlon of the second integrator valge As in the

oversampling converter that is configured as shown in Fig. uncated feedback approach of [2], themost significant

A sampling clock is used to reset integrators in the modulat bits are included in the feedback path, and the remaining

) . : Wwer order bits form a digital truncation signal. When
reset memory in the decimator, and perform sampling 0 o ) 2 o
X . . uantization noise and circuit inaccuracies in the coarse ADC
an analog input. The sampled input is held constant whi g
; . are modeled as an additive errgr, the modulator outputyy,
the modulator and decimator operate on it over many cycles .
; . . ; IS, given by
using a higher frequency internal clock. The converter’s result s
is transferred_ to its output on the next sampl_mg clock edgg,wk [n] = 2% ufn — 2] + (ex[n] — 2e.[n — 1] + e,fn — 2])
at the same time that the next phase of resetting and sampling R

occurs. + (tu[n] — 2te[n — 1] + tr[n — 2]). (2)

Fig. 3. Computational view of pipelined oversampling.
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This signal contains a delayed version of the input sample,The value ofi, at each time step is amplified in proportion

plus the second-order difference of errefsand ¢;. to its SNR. After downsampling, SNR equals
The decimator shown in Fig. 4(b) is a third-order accumu- 2r(1— 2%y [1 -
lator. Sincew;, tracks the analog input on average, d», and SNRP] = 1 \/6(7Po + 38P% + 53P% 4 46 P?).
dsz increase linearly, quadratically, and cubically withat a ®)
rate proportional ta5,. The first two stages in the decimator ) _
reverse the differentiation in (2) and amplify the sigis|. The ratio between (8)_z_md (6) shows that a matched filter
Their output is provides about an additional 2.4-dB SNR over the error
g averaging decimator of Fig. 4.
da[n] = ﬁ(n —3)(n—2)un — 3] +ep[n —2] Oversampling ratio, as this term is commonly used for time-
f oversampling converters, is not clearly defined in a pipelined
—ti[n —2]. (3)  device. With respect to quantization, the step function input
Truncation errort;, is digitally canceled before the finalt© @ pipelined algorithm is not bandlimited. With respect to
accumulation. The output of the third accumulator is sampling, input bandwidths occupy the full Nyquist range.
5 - 'Igr(ljesgnglogy is further compllgat;]ad bydtr:e fact (;[hg\t in a
_ g B , integrators are reset and the modulator and decimator
dsfn] = @(n =~ (n=3)n = 2ufn — 4+ ) e[l impulse response lengths are equal. The resolution of a time-

=2
’ 4) oversampling converter depends on its oversampling ratio,

whereas that in a POSC depends on its pipeline ledgth
This decimator is referred to as error averaging becauB@o comparisons are presented between these for the example
its final output contains a sum af.. After P stages, the of second-order modulation. First, a POSC with stages
downsampled result is reconstructed using the relation and SNR given by (8) is compared to a time-oversampling

6R; converter with an oversampling ratio ¢t and a theoretical
Sy = ds[P+4| -s——5—5 | 5
g 3[ + ]<P3 + 3P2 +2P> ( ) SNR of o p3/2
o . V75271 =27")P°
When quantization noise,. has a constant mean square SNRP] = 52'( 5 ) . 9)

™

The SNR of these approaches is nearly identical. Second,
a POSC withP stages and SNR given by (8) is compared
27(1 — 27%)(P5/2 4-3P3/% - 2PV/?) g [0 a time-oversampling converter with a decimator impulse
26 (6) response length aP and SNR given by (9) for an oversam-

Each doubling of the pipeline length provides an addition&fin9 ratio of /3. In this metric, which compares SNR per
2.5 bits of resolution. Each quantizer bit improves resolutigdPdulator output, a POSC provides an improvement of about
by 1 bit and, therefore, allows a shorter pipeline length to l?e4'dB SNR over time oversampling.
used. But this reduction in pipeline length comes at the cost
of increased hardware per stage and a reduced degree of n8is%
shaping, which increases the accuracy needed from elements

value, the signal-to-noise ratio (SNR) for a sinusoidal input
with peak-to-peak value aR;(1 — 27%) is

SNRP] =

igital-Integration Quantization Algorithm

in the feedforward path. For reasons described in Section Ill, a CCD implementation
was chosen for the prototype. One difficulty with a CCD-based
B. Matched Filter Decimation analog-integration approach is that signals in the first integrator

. L . . must be replicated at the input to the second integrator. Charge
An alternative decimation technique, not shown in the "7 "~ S . . ) . s
r(tepllcatlon circuits, described in Section Ill, provide limited

figure, is matched filtering. A POSC has two attributes, nﬂndaarity and are subject to thermal noise and coupling. Since

present in time-oversampling converters, that make math?ns operation occurs after the first integrator, the impact of

filtering possible. First, the quantization algorithm input has.a ~. : S
precisely known form oven, which can be matched in the'{:}S linearity and noise is attenuated by a factor(6f+ 2)/3

decimator. It is a step function whose amplitude varies Wi{;lue to first-order noise shaping and gain in the outer feedback

input sample. A second attribute that makes matched fiIterirSPgOp' However, the need to suppress replicator nonideality stil

o X ) ; s a lower limit on pipeline length and, therefore, prevents
possible is that a uniform decimator passband response is . .

) . ull use of truncated feedback, which otherwise can be used
required because the input spectrum, that of a step functi

o . . ﬁg’reduceP. This difficulty is eliminated in an alternative
is independent of frequencies present at the converter input.

A matched filter operates o#, in (3), where quantization approach, rgfgrred 0 as digital integration. C .
o ; . L The transition between the analog and digital-integration
noise is unshaped. Its impulse response is a time-inverted " " . : . . .

) i : . . (uantization algorithms is described with reference to Fig. 5.
version of the signal term in (3). The filter output is

The feedback digital-to-analog converter (DAC) is moved

P+3 , s S, from before to afteri; so that the first stage of integration
ds[P]:Z —(n—=3)(n—-2)"== - ; : ; ;
4 Ry occurs digitally. In this configuration, signal and reference
n=d guantities enter the converter as analog references to the upper
+ l(n_g)(n_g)@r[n_g] ) (7) and lower DAC's and are multiplied by the digital DAC

2 inputs. The digital input to the upper DAC's ig, a signal-
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Fig. 5. Transition between analog and digital-integration quantization algo- v v
rithms. Fan o I D l ds[n] >
A\ o/
Sg 2nd integrator Fig. 7. Pipeline stage contents for digital integration.
nxuln] [ (analog) tk
—D/A P Rf P
in [0 LSBs converter’s feedback operations occurs in a different stage and
Ry D A/D is performed using unique circuit elements. Mismatches cause
dy fo [ MSBs nonlinearity regardless of the number of bits in each DAC. As
‘ D/A we a result, multibit feedback is desirable in a pipelined converter
2 because it provides a larger input range, more predictable
) behavior, and less susceptibility to pattern noise.

In a time-oversampling converter with multibit feedback, a
Fig. 6. Second-order digital-integration quantization algorithm, shown few elements are used repeatedly. Fortunately, the effects of
cyclic form. mismatches are less severe in a POSC because it inherently
achieves the benefits of dynamic element matching. Mis-
independent value equal to the pipeline stage number. THatches are reduced due to averaging among elements in the
digital input to the lower DAC isf;, equal tod; + 2wy, which many stages. Tolerable mismatch is defined as the capacitance
is easily generated from signals in the decimator. The elemeM@iation of each DAC element, with respect to its nominal
in Fig. 5 that compute signats, andv; are, therefore, unnec- value, at which the rms values of ideal quantization noise and
essary. The digital-integration algorithm in Fig. 6 differs fron?AC-related noise are equal. Neither multibit feedback nor
that in Fig. 5 in that these computations are eliminated. Tigital integration changes DAC matching requirements ap-
input-output transfer characteristics of the resulting digitaPreciably. Tolerable DAC mismatch for an analog-integration
integration modulator are identical to those in (2) for analog ichitecture is given by
tegration, and identical decimation techniques can be applied.
The implementation of a digital-integration algorithm in
a pipeline configuration is shown in Fig. 7. Two analog
channels,s; and;, and three digital channelg);, d», and

ds, flow through the pipeline. The converter’s input sample, | ) . . . .
captured at the beginning of the pipeline, is passed unChanB(;yllsmatches in a digital-integration architecture experience

(10)

along thes; channel. At each stage, this sample is used gst—order noise shaping, whereas those for analog integration

the reference input to the upper DAC. The digital feedba not. However, digital-integration DAC’s have larger full-

. o, . - ﬁcale references. The result is that the mismatch tolerances
signal f,, generated within the previous stage, is used as toF}these two approaches, with respect to their DAC full-scale
digital input to the lower DAC. Values within th€, and pp ' P

ds channels are not needed until reconstruction at the endvg%ues, are similar.
the pipeline, and their computations can be distributed across
multiple stages to reduce adder speed requirements. IIl. CCD/CMOS CONVERTER IMPLEMENTATION

Single-bit feedback is often used in time-oversampling
converters because it has an inherent linearity advantftyeCCD/CMOS Technology
over multibit feedback. In such devices, digital integration is The POSC prototype is accomplished using a combination
not desirable because it eliminates this advantage. HowewusfrCCD and CMOS circuits, fabricated in a generic CMOS
single-bit feedback in a pipelined converter does not have process. Although CCD’s are not essential to the concept, a
inherent linearity advantage. A similar characteristic occurs gombination of these circuit techniques enables performance
time-oversampling converters with multibit feedback, MASHhat would be difficult from either one alone. CMOS plays
[4], or feedforward architectures. In a POSC, each of thee vital role in such devices by providing digital logic and
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CCD support circuitry. CCD’s provide fully depleted circuits, G Go Gn * oogondary
such as charge transfer, addition, integration, and conditional (@)

transfer, which are highly accurate, low in power, simple,
and compact [5]. Charge transfer efficiencies as high ag 10
have been demonstrated in imager applications [6]. Because,,,......|.... . '
CCD'’s are not subject to thermal noise, charge injection, or sy -.-----}ooeer il oo b ¢
coupling from clocks or the substrate, high signal integrity I
is possible throughout hundreds of transfers, amidst noisy ()
digital circuitry. Since their gain and linearity are determined -2v
by charge conservation, circuit transfer characteristics are ov
insensitive to device parameters, and highly accurate circuit- 2V
to-circuit matching is possible. Finally, fully depleted circuits  *"
are strictly dynamic with only capacitive switching current and
can, therefore, be performed with low power and high speed.
These features make analog pipelines with hundreds of stagesv
feasible in a CCD device. ov
Structurally, CCD’s are similar to NMOS transistors. Their 2V7"7777[ '
difference lies in their methods of interconnection. In a CCD *' iz
circuit, adjacent gates are brought sufficiently close that their
channel regions overlap and no diffusion is present between
them. Although CCD devices are traditionally built using -2v
specialized fabrication, their most basic requirements are met %
by standard CMOS processes that include double-poly for ca- jz
pacitors. An example of a CCD structure in CMOS processing
is shown in Fig. 8. Overlapping structures are formed by use
of parasitic second-poly active gates. Such surface-chanrigl 9. (a) Dynamic double sampling circuit. (b)—(e) Four phases of oper-
CCD’s have lower charge transfer efficiency than buriedtion.
channel devices because of surface state effects. However,

they bring other advantages. First, because they use surfaeecp receiving well. A precharge path contains gates G1 and
channels and are enhancement mode, they are compaiiglfy A sensing path contains primary and secondary circuits,
with CMOS voltage levels and a grounded substrate and g0, firt consisting of G3 and G24, and the second formed

not require_high voltage to drain their charge. Second, th?liBm G8 and G9. Although G24 is shown as two gates in the
threshold difference between polyl and poly2 gates provi §ure in most cases it is implemented as a single gate
a built-in barrier that eliminates the need for offset barrier an Opération occurs aver four phases. During the fill phaée in

storage clock potentials. Fig. 9(b),vs, is pulled low through M1, the region underneath
G24 is flooded with charge, and electrons consumed during
the previous generation cycle are replenished. During the
Fupctions such as charge generation, wire 'transfer, chagﬂ phase, in (c)ws, is left floating and the precharge path
sensing, D/A conversion, and D/A subtraction are possk enapled by raising G1. Initially, the amplifier output is
_ble from nondepleted CCD _C|rCU|ts. They are accomplished,rated atV;, and electrons flow from, to the drain
in the POSC prototype using a technique referred t0 @8 rrent decreases asg, rises because the gate-to-source
dynamic double sampling (DDS). A core DDS circuit I%/oltage of G24 is reduced. Oncg, reaches a voltage of

shown schematically in Fig. 9(a). Its energy level diagram‘; — V,JA, where A is the amplifier gaingn, begins to fall
in (b)-(e) illustrate conditions under each gate. Solid ”mﬁuringbthié transition

depict empty-well channel potential, and filled regions depict
H H de (t) 1

electron energy. Higher levels correspond to higher electron 8 — _— [(AV, — (A4 Dug(t)) (11)

energy and lower potential. The objective of this circuit is to dt Crg

integrate incoming charge, introduced at the circuit's input, iwhere I(v,) is the current-voltage relation of G24 and

B. Dynamic Double Sampling Circuit
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C', represents input-node capacitance. The precharge path is
rapidly turned off because of the amplifier gain and the 1 DDS Qo
term in (11). The final precharge voltage og is determined Block OUtr?Oing
by the point at which . charge
I(AV, — (A+ Lyug) ~ 0 1) ohrge Xt VRIS i
= (A4 Dug,) & charg
ST e o L.l L |l
and current flow is negligible. Ifs;, is the gate-to-source T TG G Gy —
voltage at which this condition is met, then the precharq:e _ _ _
. ig. 10. Dynamic double sampling wire transfer.
voltage is
AV; — Uth . . ..
Vg = At ) (13) independent of device parameters or voltage characteristics.

The circuit has no static sources of nonlinearity, although

During the collection phase in (d), negative cha@eis dynamic effects can cause nonlinearity.
introduced ontovs,. The secondary sensing path is enabled This circuit does not have the inherent accuracy advantage
by raising G8. Gate G9 is held at a constant bias. Signgffully-depleted CCD operations. It is subject to thermal noise
electrons flow into the G10 receiving well, ang rises toward and parasitic coupling because of the diffusion @R The
the channel potential underneath G9. However, this transitigfean-square charge-referred value of thermal noise is
slows considerably as it progresses and is eventually halted by —

- " ; Q2 = 2kTCy,. (16)

a falling transition on G8. At the end of this phase, a small, but n g
nonetheless significant, fraction of the original signal chargeWhen v, is used to transfer, but not to store, chargg,
remains behind orvg,. is independent of the signal size and SNR is proportional

During the sensing phase, in (e), the primary sensing pathC;-'/2. For example, this occurs whem, is connected
is enabled by raising G3. Any signal charge remaining behimgl the output of a CCD register or when charge is supplied
on vy is transferred to the G5 receiving well with a transitiolyy an MOS device in saturation. In these strictly charge-
that is similar to that during precharge. Noglg rises until the domain circuits, signals are never translated to voltages, and
amplifier output falls and rapidly shuts off the sensing patlhe noise in (16) can be kept small by minimizing capacitance
Its final voltage, given by (13), is governed by the turnofén v,. When the input charge is generated by means of
condition in (12). Drain dependence of the sensing currevibltage-to-charge translation through a capacitor, the signal
can be ignored, first because G3 and G24 form a cascagleproportional toCs, and SNR is proportional tcoﬁflg/Q. In
combination, second because currents are small at the engheke circuits, capacitance an, and the resulting charge
the transition, and finally because most signal charge resigegkets’ sizes must be increased to reduce the noise in (16).
underneath G10 rather than G5. Charges collected under Gbv-frequency supply noise ol. and1/f noise in G24 are
and G5 are summed as they are shifted forward to form th#enuated by the difference term in (14).
circuit’s output packet. The result

Qo = Qs + (Vtg(precharge) — Vtg(sensing) )Crg (14) C. Applications of Dynamic Double Sampling

depends only on the difference im, at the end of the The DDS technique can be applied to various charge-domain
precharge and sensing phases but not on their values at @agrations within a POSC. These circuits all make use of
other times. the DDS core but they differ in their source of input signal
A DDS circuit is capable of high-speed operation becau§8arge. A first application is wire transfer, which is used to
time constants for the precharge and sensing transitions Bl@ve charge packets between nonadjacent CCD wells via a
advantage is that, because of autozeroed operation, it is cap&BReds of 25 MHz [7]. These circuits have limited linearity
of high linearity. Autozeroing is achieved as follows. Th@nd @ signal lag of 1-2% because of long subthreshold time
precharge and sensing valueswgf are both determined by constants and because their circuits are not reset. A DDS wire

the same condition in (12). Individually, they depend on tl{éansfer, shown in F!g. 10, is.not subj:ect to these limitations. It
function(v,,), the reference voltag, the threshold voltage includes a CCD register, which provides a source of electrons

of G24, and characteristics of the amplifier. But because bdththe input to the DDS block. The output from this circuit is

precharge and sensing are performed with respect to the same Q, =Q,. 17)

elements, the final values of, are the same, provided circuit , . . o

parameters do not change over time. Details of the amplifi rincoming cha}rge packets are reprqduced W|th.un|ty gain in

transfer characteristic are not important, and it is typically buﬁi‘e DDS receving well on the other §|d_e of the wire. The final

as a nonlinear inverting stage. Capacitafite also does not CD gate, G3, is held constant to eliminate clock feedthrough
Vtg -

; to
affect the result becau operates as a virtual ground. As L . L
98z OP 9 A second DDS application is charge generation, which is

a result of double sampling, the second term in (14) equals ! ) :
sero and Piing (14) eq used to convert an incoming voltage into a charge packet.

Previous charge generation techniques have been demonstrated
Q, = Q; (15) with linearities of 32-46 dB for 10-kHz inputs [8]. The
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Fig. 11. Dynamic double sampling charge generator.
Fig. 12. Dynamic double sampling D/A conversion and subtraction.

linearity of these circuits is limited by a dependence on CCD

well capacitance or MOS device parameters. Their speed is
limited by long subthreshold time constants and sampling Vig 523( _QO,
effects. These circuits are also sensitive to low-frequency floating gate Ouctrgg;gg

noise. A DDS charge generator is shown in Fig. 11. Its incoming ds;  dbs dba
input signal is capacitive displacement charge introduced by a charge

CMOS clamp and sample circuit. During the fill and precharge Qs _l_\J__, \L,-
phasesw, is clamped high and,, tracks the analog input.
During the collection phasey,, is clamped to a referenceFig. 13. Dynamic double sampling charge replication and sensing.
voltage V,,, which is usually ground. The resulting transition

couples throughC; and C; onto the DDS input. The output cojlection and sensing phases. The circuit output is
from this circuit is

Gy G2 Gs Gy

2N 1
vy G .= o. w(@CLV, | . 19

Q, = (V, Vn)<cl+02+cp2) (18) Q Q+; ()Cy (19)
whereV is the value of the analog input voltageat the end A final DDS circuit that is described is charge replication.
of the precharge phase a6y, represents parasitic capacitancg&ince charge-domain operations are destructive, they consume
on nodevy. Improved linearity and matching is possible fromheir signals. Charge replication is needed when packets are
this circuit because its result depends on poly-poly capacitots,be used multiple times. It is also used to convert charge to
rather than CCD well capacitors. Parasitic capacitor voltageltage, for purposes such as comparison, without altering the

dependence omy, does not cause nonlinearity because thRyiginal packet. Previous charge replication techniques have

dependence can be reduced by bootstrapping the PMOS wddi this approach is limited by a dependence on parasitic

The circuit in Fig. 11 can also be used to perform sampling.apatc'ta}[ncisbggd :]he spee? 'St I'm'tﬁd by sg_bth;zsholdt time
In this case, the precharge through M3 is turned off befofe o ants: charge repicator, snown inrig. 1, contains

. . L . .a floating gate, within a CCD register, that is connected to
input tracking through M1 and M2 is disabled. Sampling the input of a DDS circuit. As incoming packets are shifted

performed by the turnoff transition of M3, which has fixeqheneath the floating gate, they couple through the gate-oxide
source and drain voltages, resulting in a signal-independ@ahacitance, and the resulting displacement charge
sampling time. Charge injection from the input tracking switch c
also does not affect the result because it does not change either Q, = Qsﬁ (20)
V, or V, in (18). o o
Another application of the DDS technique is D/A converis integrated in the DDS receiving welli,, andC;; represent
sion and subtraction. This circuit, shown in Fig. 12, combind8€ gate-to-channel and channel-to-substrate capacitances of

negative charge), from a CCD register and positive I:)/Athe floating-gate well. A DDS charge replicator provides

charge on a wire, and the resulting packet is integraté%du?ed Imea_\rlty and matching, in comparison to other DDS
. Clrcuits described above, because of voltage dependence of the

L ) i Eéapacitances in (20) and mismatches in their values.
charge is similar to that described above for wire transfer.In addition to replicating charge packets, the circuit in

The N-bit D/A charge is generated by an array of'(2 1) Fig. 13 can also be used for charge-to-voltage conversion
identically sized capacitor circuits with a thermometer COQQ]d Charge Comparison_ For Charge_to_vo|tage conversion, the
digital input. The D/A capacitor inputs are clamped to groundDS receiving wells G10 and G5 in Fig. 9 are replaced by

during precharge and switched to the referebgaluring the a poly-poly capacitor that is preset. The result is sensed as a
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substage 1 substage 2 substage 3 the nth stage to implement the signal DAC. Accurate level
R o placement is possible from this DAC because it is determined
fopln-1] by charge generator matching at the beginning of the pipeline.
Nevertheless, a POSC is highly tolerant of misplaced levels,
sip[n] i up to a few percent, within its signal DAC because every
n packets i incoming signal exercises the same elements. Mismatches only
- S izp[n] ] R alter converter gain, provided they are not large enough to
—Cl s "i  overload the modulator.
0 @ > Each of the substages 2-6 is used to compute one ADC
B bit. A 1-bit-per-stage pipelined CCD quantizer, described in
[10], is used for this purpose. In substage 2, the integrator
Ry __@r > packetsis, and iy, are nondestructively sensed, using the
:IJ_ E{>"" floating-gate elements labeléd and are compared to generate
Rf ___@ R the most significant bit ofw;. Reference signald?; are
provided to a pair of scaling channels, and, in substage 3,
these signals are divided in half using charge splitting circuits.
The comparator result from substage 2 controls the conditional
0 - ® s > transfer elements labeled CT. Using these elements, a scaling
‘I__S—l_l izm([n] o packet is added to a modification channel on either the positive
n packetsi f_ L or negative side, whichever has a smaller value. No addition
p Sim (1] » occurs on the side with a larger value. The comparator input
. ] in substage 3 is the sum of the integrator and modification
Fom-1] b'”‘& wr[n] bit 3L signals. This is accomplished by covering both channels with
bm Rf > a single floating gate. After the 5-bit quantization is complete,

-- signals in both the scaling and modification channels are
Fig. 14. Substages 1-3 of the subpipelined digital integration prototype. discarded. The binary scaled references in this configuration
are used only as part of the 5-bit quantization and are not

voltage on an MOS aate. For charge comparison. the D r%mbined with signals in the integrator. Their inaccuracies are
9 gate. 9 parison, istinguishable from comparator errors and are suppressed

e ot o e g s 7% ) second-rr roise raping
: The prototype includes a dual pipeline structure, illustrated

in Fig. 15. The oversampling pipeline is divided into even and
odd halves, and every signal is passed simultaneously through
o ) both of them. In each stage, the 2-bit feedback signalis
A. Subpipelined Prototype Implementation completed after substage 3 and is combined djtm substage

A prototype device was built to demonstrate the pipelinetl The even pipeline is delayed by four cycles from the odd,
oversampling concept. It utilizes a digital-integration architeso that stagen begins its operations just as the feedback
ture with 12 pipeline stages, a 5-bit feedforward quantizer, asignal from stage: — 1 is completed. Advantages of a dual
2-bit truncated feedback. The digital-integration configuratigpipeline structure include a reduction in pipeline latency by
in Fig. 7 contains only a single delay, and its sequend®lf, which alleviates accuracy requirements of signal-channel
of operations must be performed within one clock cycleharge transfers, and a moderate decrease in signal channel
Since additional stages are easily added in a CCD pipelif@rdware and power.
throughput is improved for the prototype by distributing its Constraints were imposed on the prototype’s design by
operations within each stage across eight substages. Tthel.2um process geometries. For smaller process geome-
first three of these substages are shown in Fig. 14. Substéigs, a straight oversampling pipeline, as described above, is
boundaries are delineated by dashed lines and, for simplicipglieved to be the preferred approach. To accommodate a 1.2-
delay elements are omitted from the figure. A differentighm process, the prototype includes the modified pipeline of
structure is used because it allows cancellation of even-ordgg. 15, with front-end DAC’s. In this configuration, a 6-bit
harmonics and common-mode noise, reduces the need detimate of the input signal is computed before the pipeline,
common-mode charge rejection and accurate zero-referenoel this estimate is used to digitally predict the valuefpf
biases, and allows complementary addition, which is a fultat will occur in each pipeline stage. The prototype makes use
depleted and highly accurate operation, to be performed dhthis prediction and the fact that input signals are constant
place of subtraction, which is nondepleted and less accuratbroughout the pipeline to move 4 bits from the reference DAC

D/A conversion and subtraction occur during substage ih.each stage to DAC’s at the beginning of the pipeline, where
Instead of replicating a single delayed input sample in eatiey are not subject to pipeline pitch constraints.
stage, an array of separate input samples, with the sam@&he resulting two-stage configuration does not change the
nominal values, are captured before the pipeline and passedverter's computations or change the minimum resolution
along thes; channel. A total ofn of them are used in required from the oversampling pipeline. No amplification

IV. POSC ROTOTYPE AND MEASURED RESULTS
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Fig. 15. Dual-pipeline configuration used for the prototype.

occurs, and signals after the DAC’s are passed forward with
unity gain, as determined by charge conservation. Only about
5-bit accuracy is required from the initial prediction because
oversampling can reverse its decisions. The DAC is imple-
mented using 256 identically sized elements, controlled by
thermometer code inputs. Capacitors in the DAC are mabi§- 16. Micrograph of the (a) POSC1 and (b) POSC2 prototypes.
large, with a smaller voltage swing, to improve matching, at
the expense of an increase in charge-referred thermal notbe. presence of overlapping four-layer structures, the fully
Since the initial DAC elements are functionally identical tdunctional yield of both devices was better than 90%.
those later in the pipeline, they have the same accuracyTesting was done using an automated ADC testbed with
requirements. However, since fewer DAC elements are usgthchronized clock and signal sources. Measured prototype
throughout the converter in this approach, averaging is ngerformance is summarized in Table I. POSC1 measurements
duced. The pipelines are oriented so that gradual processre done at an 18-MHz sampling rate with an input sinusoid
variations across the chip are inverted in the even and odfapproximately 8 MHz. A 16 384-point spectral response plot
channels, result in high frequency error, and are suppressedhown in Fig. 17. The spurious-free dynamic range (SFDR),
within the decimator. given by the ratio of the fundamental to the largest harmonic,
is determined by the third harmonic and is 78 dB. The
relationship between harmonic distortion and input power level
indicates that the second and third harmonics are dominated
One goal of the POSC prototype was to demonstrate that nonlinearity in the input charge generation circuits and
high-performance CCD devices are achievable using orlyat third-order nonlinearity due to DAC mismatches is about
standard double-poly CMOS processing. Two versions of tBedB below this level. The impact of DAC mismatches is
prototype were fabricated. The first, the POSC1, is from evident from the presence of higher order harmonics, near
1.2-um, 5-V, double-poly, double-metal CMOS process frorthe others, with slowly decreasing magnitudes. These were
Orbit Semiconductor with 228 gate oxide. The second, anticipated for the design because of its front-end DAC'’s. The
the POSC2, is from a 0.3bm, double-poly, double-metal measured level is computed to correspond to an rms mismatch
MOSIS process from TSMC. The objective of the POSCid DAC element values of about 0.25%. Nonlinearity due to
was to determine the capability of more advanced process$ks pipeline DAC's is reduced because some of it is translated
for building dual-gate CCD circuits. The design is a diregt 2 into wide-band noise by inherent dynamic element matching.
shrink of the POSCL. It uses 080 design rules and thicker Among the devices tested, the harmonic distortion varies from
1504, 5-V gate oxide that is available in this process. Botfi8 to 73 dB due to incomplete cancellation of even-order
prototypes contain 6200 CCD and 8800 CMOS devices in théiarmonics in the DDS circuits.
modulators and 22600 CMOS devices in their decimators.Fig. 18 shows SNR, with a peak of 74 dB, and signal-to-
The modulator, decimator, and all necessary support logioise plus distortion ratio (SNDR), with a peak of 71 dB,
are integrated onto a single chip. Major functional blockas a function of input power. Ratios are computed over a 9-
are indicated on the die micrographs in Fig. 16. Despite tiMHz bandwidth. Since the converter produces a total of 16
prototype’s use of unsupported second-poly active gates, dits, quantization error is not limited by arithmetic width at

B. Measured Prototype Results
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TABLE | 80
SUMMARY OF MEASURED PROTOTYPE PERFORMANCE
POSC 1 POSC 2 60 -
Output Data Rate 18 MSPS 30 MSPS %
Peak SFDR 78 dB 70 dB 2401
3]
Peak SNR/ SNDR 74/71dB 66 /63 dB e
20 4
DNL /INL @ 13 bits +0.15L8B/+1.0 LSB +0.25LSB/ 2.5 LSB
Analog / Digital Supply 5V/33V 5V/I33V 0
Input Range 2Vpp 1.5V p-p -80
Power 324 MW@ 18MHz | 230 mW @ 30 MHz Input Power (dBFS)
Power Breakdown % 65/20/15 50/35/15 Fig. 18. Measured SNR and SNDR over a 9-MHz bandwidth.
(A-CMOS / CCD / D-CMOS)
Process Commercial CMOS Commercial CMOS 0.30
Design Rule 1.2 ym 0.6 um —
7
Yield 220124 26 of 27 @ 0.15 7
|
o
o 0.00 1-- -
0 =
Z .0.15
20 Frenrnreeenmreeanseranrrenr oo e Z-0.
-0.30 } . t t } t t
2.0
m
m
7]
-
2
-140 + 4 + + e
0 2 4 6 8 é
Frequency (MHz) -
Fig. 17. Measured spectral response at an 18-MHz data rate with an input  -2.0 + t $ $ { } :

near 8 MHz. 0 1024 2048 3072 4096 5120 6144 7168 8192

ADC Code

the output. Sampling noise is reduced in the design because _ . . s
19. Measured integral and differential nonlinearity at an 18-MHz data

32 separate samples are captured at the converter input. rﬁg
examination of noise versus input amplitude shows that noise
varies across the converter's input range. As a result, theAt a given operating voltage, POSC power scales linearly
dominant source of noise is thought to be wide-band dynamvidgth sampling rate since its circuits are strictly dynamic. At
element matching noise, caused by DAC mismatches, tliall speed, the POSC1 operates from 5, 4, and 3.3 V for analog
is passed by the decimator. Other noise sources that n@yIOS, CCD, and digital CMOS, respectively, and consumes
be significant include coupling in nondepleted circuits that 824 mW. At a reduced speed of 10 MHz, voltages can be
not common-mode, and surface state trapping in the CCDrfsduced to 4, 3.3, and 3.3 V, and power is reduced to 122
Theoretical analysis indicates that thermal noise in the device®®V. Of the total POSC1 power, 65% is in CMOS modulator
nondepleted circuits is not a dominant component of noisarcuits, such as DDS described above, 20% is due to CCD
Integral and differential nonlinearity plots in Fig. 19 wereslock drivers, which are digital inverters, and 15% is due to
generated using histogram techniques at an 18-MHz outplé digital decimator.
data rate with a sinusoidal input near 8 MHz. POSC2 measurements, listed in Table I, were done at a 30-
Device performance is unchanged at lower operating fre#Hz sampling rate on an input of approximately 13.3 MHz.
guencies. As a result, incomplete charge transfer is believEde speed and power improvements of the POSC2 are close
to be an insignificant source of error. Performance degradesthose expected from ax2geometry reduction and a gate
rapidly and exhibits digital failures at speeds above 18 MHaxide scaling from 225 to 15@.. The reduced accuracy of
This indicates that data rates are limited by the speed of CM@fs device is due primarily to the straight scaling that was
supporting circuits and the need to generate and distribute faplied to all circuitry except the pad frame and is not an
clock phases. A significant percentage of the clock cycle is Idatevitable result of CCD circuit implementation in reduced
because CMOS clocks must be nonoverlapping, CCD cloogsometry processes. ldeally, when CCD circuits are scaled,
must be overlapping, and each of these must be synchroniZ&@D well sizes and polysilicon capacitor values are adjusted
with the others. S0 as to preserve their corresponding charge packet sizes.
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V. CONCLUSION

A new architecture for oversampling A/D conversion, re-
ferred to as pipelined oversampling, has been presented. It is
capable of improved speed over conventiofal techniques
because it performs oversampling quantization spatially alo
a pipeline, rather than sequentially in time. The architectu
is also well suited for processing presampled signals beca
it performs Nyquist-rate sampling. Two pipelined oversa
pling quantization algorithms are described, and methods
unraveling these algorithms into a pipelined structure
presented. Differences between pipelined and conventio
oversampling are discussed. Like conventional multibit
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